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Abstract—We consider the following expander-based compres-
sive sensing (e-CS) problem: Given ® € R™*N (M < N),
which is the adjacency matrix of an expander graph, and a
vector y € RM, we seek to find a vector =* with at most k-
nonzero entries such that * = argminq,<x ||y — ®z||1,
whenever it exists (¢ < IN). Such problems are not only non-
smooth, barring naive convexified sparse recovery approaches,
but also are NP-Hard in general. To handle the non-smoothness,
we provide a saddle-point reformulation of the e-CS problem,
and propose a novel approximation scheme, called the game-
theoretic approximate matching estimator (GAME) algorithm. We
then show that the restricted isometry property of expander
matrices in the £;-norm circumvents the intractability of e-CS in
the worst case. GAME therefore finds a sparse approximation &
to optimal solution such that ||z* — Z||1 = O(||ly — ®x*||1).
We also propose a convex optimization approach to e-CS based
on Nesterov smoothing, and discuss its (dis)advantages.

I. INTRODUCTION

Compressive sensing (CS) [1], [2] provides a rigorous
foundation for underdetermined linear regression problems by
integrating three central tenets: signal sparsity in a known
basis, a measurement matrix that stably embeds sparse signals
in the ¢3-norm, and polynomial sparse recovery algorithms
with recovery guarantees. The stable embedding feature in
the /5-norm, also known as the restricted isometry property,
dictates the recovery guarantees, the computational as well
as the space complexity of the existing recovery algorithms
since only dense matrices satisfy it. As regression problems
in high-dimensions are currently the modus operandi in image
compression, data streaming, medical signal processing, and
digital communications, there is a great interest for alternative
approaches to reduce storage requirements and computational
costs without sacrificing robustness guarantees (c.f., [3]).

Expander-based compressive sensing (e-CS) is an emerging
alternative, in which the adjacency matrix of an expander
graph is used as the measurement matrix. An expander graph
is a regular bipartite graph for which every sufficiently small
subset of variable nodes has a small number of colliding edges
and a significant number of unique neighbors. As the resulting
matrices are sparse, e-CS requires less storage, and provides
salient computational advantages in recovery. These matrices
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also satisfy a restricted isometry property for sparse signals in
the canonical sparsity basis, albeit in the weaker ¢;-norm [3].

In the e-CS context, the sparse recovery approaches can
be split into two distinct camps with one based on message
passing and the other based on convex optimization. Message-
passing algorithms [4], [5] exploit the combinatorial structure
of the expander graphs. While these algorithms are efficient
and rather easy to implement, their approximation guarantees
are meaningful only in extremely high-dimensions, as they
feature large constants that are not suitable for practical
applications. Optimization-based methods exploit the geom-
etry of the expander graphs, and perform significantly better
than the message passing approaches in practical applications
[6]. Unfortunately, the computational cost of solving sparse
recovery methods using the interior point method is typically
cubic in the data dimension N, and computationally scalable
gradient-only based alternatives have difficulties when the
objective is not differentiable as in e-CS.

In this paper, we reformulate the e-CS problem as a zero-
sum game in the spirit of the game theoretic approach in [7].
Based on this new perspective, we propose a computation-
ally efficient scheme, called the game-theoretic approximate
matching estimator (GAME) algorithm, to obtain a sparse
approximation for the optimal game solution. In our game-
theoretic approach, instead of smoothing the matrix game ob-
jective uniformly as in Nesterov’s accelerated gradient algebra
[8], we approximate it by a factorized objective, which features
computational advantages. The computational complexity of
GAME is O(MN), where N is the data domain dimension
and M denotes the number of measurements. For comparison,
we also derive a Nesterov-based convex optimization approach
to solve the e-CS problem.

At the core of GAME, we employ a Bregman scheme
[9] based on the ¢s-norm, as compared to [7], in which
we use an entropy-based Bregman function. Thanks to the
mechanics of our Bregman function, the most costly operation
per iteration of GAME is the application of ® T (& is used only
once). In comparison, the Nesterov-based approach requires
solving three smooth optimization problems per iteration. Ex-
perimental results indicate that the proposed algorithm also has
salient advantages over the Nesterov approach. We establish
the theoretical convergence rate of the algorithm and show that
O(l / 52) iterations are needed to get ¢ additive approximation



error. Nevertheless, the algorithm empirically exhibits O(1/¢)
convergence, matching the best known rates [8].

II. PRELIMINARIES

Throughout the paper, vectors are denoted by bold symbols.
For every integer N, define [N] = {1,---, N}. For each i €
[N], let e; denote the i-th canonical vector with one at its i-th
entry, and zero everywhere else. Let k be an integer smaller
than N. A vector x € RY is k-sparse if it has at most k
non-zero entries. The £, norm of a vector a € R is defined

1
as [lall, = (X0 lail?)
denote the inner product between two vectors a and b.

By [—1, 1], we mean the interval between —1 and 1, whereas
{—1,1} is the discrete set with the elements —1 and 1. For
6 € R, we define the soft thresholding function S(a, 0) as

0 if >0
Sla,0) =< —0 ifa<—0 (1)
«  otherwise.

/p ) T
. We also use the notation a ' b to

For every positive 7, let A(7) denote the set of all vectors
whose ¢; norm is bounded by 7, and for every integer k let
A(T, k) denote the set of all k-sparse vectors in A(7):

A(1, k) ={x: ||z|1 <7 and x is k-sparse} . (2)

We also define the restricted ¢1-norm of a matrix ® as

Reedli
w:k—sparse ||x|l;

@1 = 3)
The best k-term approximation of any vector a € RY, denoted
Hy(a), is the k-sparse vector obtained by selecting the k-
largest (in magnitude) elements of a.

With respect to a strongly convex function R : X — R in
some p-norm, the Bregman divergence is defined as

BR(P.Q)=R(P)~R(Q) ~ (P~ Q)'VR(Q), &

for (P,Q) € X x X, where V is the gradient operator.
Examples include the Euclidean norm BR (P, Q) = ||[P—Q||,
(with X = RM and R(P) = || P||3, which is strongly convex
in {5-norm), and the relative entropy function

M M M
BR(P.Q) =3 Q6) - Y Pi) + 3 P(i) In
=1 =1 i=1

Qi)
P(i)’
(with & = RY and R(P) = — "M, P(i) In P(i), which is

strongly convex in ¢1-norm).

III. SPARSE APPROXIMATION IN /1-NORM

Let ® be any M x N matrix with M < N, let * be

a sparse vector in A(r, k), and let u be any vector in RM,
Let y = ®x* + p denote the measurement vector. Sparse
approximation in the ¢;-norm refers to the following problem
min ||Px — . 5

zeA(T,k) ” y”1 ©®)

Unfortunately, since A(, k) is not sparse, solving the problem
of Equation (5) is intractable. However, in this section we will

Algorithm 1 The GAME algorithm

Inputs: y, @, and parameters 7', 7 and 1 > 0.
Output: A T-sparse approximation & to x*.

. Set P = [0],,55-
fort=1,---,7 do
Calculate £t = —3 TP,
Find the index i’ = arg max;ear |€f].
Set &' = 7 - sign(&l) - e;x. (Note that ' € A(7,1).)
Update Q'™ = P! + 5(dxt — y).
For each j € [M], let P;"H =S (Q;iH, 1).
8: end for
9: Output & = 7 St

NN R RN

show how one can approximately solve this problem efficiently
by reformulating Equation (5) as a bilinear min-max game.

Note that throughout this section we assume that an upper-
bound on the ¢y-norm of x* is known a priori. While this
assumption is directly valid in many applications, we will still
provide a way to efficiently compute an estimate in the e-
CS problem in Section V.

To cast (5) as a min-max game, we rewrite the ¢;-objective:

M
1Pz —yllh =) |(Pz —y);| = (6)
j=1
T _ T _
EE?—lalJ},(l}M E (Px—vy) = Per[r—l?,)i]M P (Px—vy).

The last equality follows from the fact that the maximum of a
linear program occurs at a boundary point. For every « € A(7)
and P € [—1,1]™ define

L(x,P)=P (dx —y). (7)

The sparse approximation in the ¢;-norm is then equivalent to
the problem of finding the min-max optimal solution of L:

L(x,P). (8)

min max
zeA(r,k) Pe[—-1,1]M

min

dx — =
xzEA(T,k) || y”l

Although solving the optimal solution of Equation (8) is not
tractable, we now introduce the game-theoretic approximate
matching estimator (GAME ) algorithm which finds a sparse
approximation to this min-max optimal solution. The GAME
algorithm relies on the general primal-dual approach which
was originally used for learning to play repeated games [10]
(see also [11] and [12]).

Remark III.1. The pseudocode, given in Algorithm 1, de-
scribes a special GAME Algorithm, which exploit the Eu-
clidean distance as its Bregman divergence for concreteness.
Our results generalize directly for other Bregman divergences.

The general GAME algorithm starts with finding a P such
that VR(PY) = 0. Then at every iteration, in step 6, the
algorithm finds a Q' with

v (BRHQLPY) Q! (@l - y)) =0,



Pt+1

and then updates via the Bregman projection

Pt+1 1372(1)7 Qt+1)-

=g, min

In general, different choices for the Bregman function may
lead to different convergence bounds with different running
times to perform the new projections and updates. For in-
stance, a multiplicative update version of the algorithm (MU-
GAME) can be derived by using the Bregman divergence based
on the relative entropy function. Surprisingly, the derived
guarantees for GAME can be shown to also hold for MU-

GAME in a straightforward manner.

The lemma below is based on Theorem 3.3 in [10], and
bounds the loss of a primal-dual strategy in a repeated game.

Lemma IIL.1. Let T be any positive integer. Let G be a
uniform upper-bound on ||®x' — f||2 for all t, and define
n= \FTNé Suppose (PY,a'),--- , (PT,xT)) is a sequence
generated by the GAME algorithm after T iterations. Then,

GVM
2T

Here, we invoke Lemma III.1 to show that for every positive

%) the GAME algorithm after T

iterations finds a T'-sparse vector & with £||x||2 multiplicative
approximation error in the measurement domain.

T T
doLeat) <> L@t +
t=1 t=1

s,aslongasT:O<

Theorem IIL.1. Let ¢ be any number in (0,1], and let & be
the output of the GAME algorithm after

(1+ ||‘I’1c+1,1)7)2
2¢|| el

iterations. Then & is a vector in A(1,T) with

[P% —ylls < (1+¢)l[plls-

T:M< 9)

(10)

Proof: At every iteration ¢, x' is a 1-sparse solution of the
minimization problem min £(P’, ). Moreover, | ®x!—y||s <
@2’ -yl <

(el + 1@l alle’ = 2*[l1) < (1 + 2/|@l|k41,0)7
Let P = LT P’ We have

xT

minmlgxﬁ (P,x) =* mlgmxminﬁ (P,z) >* min £ (15, a:)
1 1«
c : t _d t t
> T tE:I min L(P" x) = T tEZI LP" x")

T r
> max L P,lZwt —M.
P T~ 2T

Equality (a) is the min-max theorem. Inequality (b) follows
from the definition of max. Inequality (c) is a consequence
of the linearity of £ and concavity of min. Equality (d) is
valid by the definition of !, and Inequality (e) follows from
Lemma III.1 and linearity of £. As a result,

GVM

mlgixﬁ(P,ﬁc) < minmax L(P,x) + —.

z P o2\T

(1)

(12)

Finally, it follows from the definition of L that
maxp L (P, &) = ||®& — yl|1, and
i L(P,x) = i dx — < .
min max L(P, z) weglzr{T)ll z -yl < |pl
||

IV. EXPANDER-BASED COMPRESSED SENSING

In expander-based compressed sensing (e-CS), measure-
ments are obtained via a normalized adjacency matrix of an
expander graph.

Definition IV.1 (Expander graph). A bipartite graph G is a
(k,e,d)-expander graph if (i) G is a left-regular graph with
degree d, and (ii) any subset A\ of variable (left) nodes of size
less than k has at least (1 — €)d|A| neighbors.

Using a probabilistic method, one can show that for all
(k,e, N), a random bipartite graph with M = O (M%QN/’“),

and d = O (W) is an expander graph with high prob-
ability. Explicit constructions for expander graphs also exist
(c.f., [3]). Let A be the adjacency of an expander graph and
let & = %. The following theorems are proved by Berinde et
al. [6].

Theorem IV.1. Let ® be the normalized adjacency matrix of
a (k, e, d)-expander graph. Then, the following holds:

(1 =2¢)[z[. < [Pz < 2], (13)

for any k-sparse vector x and ||®||x,1 < 1.

Theorem IV.2. Let ® be the normalized adjacency matrix of

a (2k, e, d)-expander graph. Let o(€) = 25-. Let @* be any

k-sparse vector in RN. Then for any vector & € RN
2[|®(x* — )|y

(1 —2¢)(1 —2a(e))’

_ *
||$* _:EHI < ||.’BH1 HCIJ ”1

=1 - 2a(e) 14

In e-CS, @ is used as the sensing matrix, and the goal is

to find a vector & with ||z* — &||; ~ |/p||1. There are two
different recovery approaches for e-CS in the literature:
Combinatorial approach [4], [5]: In this approach, message-
passing algorithms are proposed for approximating x*. The
recovery algorithms rely on the combinatorial properties of
these graphs, and have lower computational complexity (e.g.,
O(N log %)) Nevertheless, the big O notation hides large
constants, and the message-passing algorithms are only suit-
able for extremely high-dimensions.
Geometric approach [6]: This approach is based on Theo-
rem IV.2, and uses ¢;-minimization methods to find a vector
& with ||£[1 < ||z*|1, and ||®& — y||1 < ||p]1. Even though
this approach has the best practical performance, it is compu-
tationally inefficient (O(N!-®M?) running time). Moreover,
since ||®x — y||1 is not even differentiable, most gradient-
based optimization methods are not directly applicable.

In Section V we propose an alternative that approximately
solves the objective of the geometric approach.



V. EXPANDER-BASED GAME ALGORITHM

In this section, we propose an efficient algorithm, called e-
GAME, that finds an estimate & with | & —x*||1 = O(||pl|1)-
A pseudocode is shown in Algorithm 2. The following lemma
is key in establishing the guarantees of e-GAME.

Lemma V.1. Let (&',--- &%) be the vectors generated by

the e-GAME algorithm. Then at least one of the following two

conditions holds. That is, either

(C1). there exists an index t with |Z"||; < ||x*||; and ||®(&"—
)1 < (2+e)|lpllas or

(C2). for every iteration t, Lo" < ||z*||; < Up".

Proof: We prove Lemma V.1 by induction. First consider
t = 0 with Theorem IV.1 and the triangle inequality:

(1 =2¢)fJz™ [l < |P=™ [ <[yl + llpll1-

Assume that Condition (C2) holds for ¢t — 1. We now show
that it is also valid for index ¢ via two different cases:

Case 1: | 02" — y|1 > (1+&)||p||1. If |Jz*|1 < 7* then
. . 22" — yl|x
min ||Px —y|; < [|Px™ —yl||1 = ||p| < —/—————,

ann [ < 1= [leell 179

which contradicts the (1 + ) approximation guarantee of
the GAME algorithm. Therefore we must have ||z*||;
7t = Lo". It also follows from the induction hypothesis that

lz* s < Up'™ " = Up.
Case 2: |[®2" — y|;1 < (1 + ¢)||p[li. In this case, if
7t < ||*||1, then we have ||&'||; < ||=*||; and

@& —z*) 1 < [22" —yll1 +[[Pz* —ylls < (2+¢)lluls,

which is Condition (C1). Therefore, if (C1) is not valid then we
must have Up’ = 7¢ > ||z*||;. Also again from the induction
hypothesis we get ||z*||; > Lo"™! = Lo’. |

The following theorem proves that at least one estimate
Hy(&") is sufficiently close to =*.

Theorem V.1. Let € and § be any two positive numbers,
and let (&', ,&°) be the vectors generated by the e-
GAME algorithm. Then, at least one of the following two
conditions holds:

(C1). There exists an index t with

o= #7061 < (14 (7501 gy ) I
(C2).
) 26]a* | 42+¢)
ly=a(@)h < 202 L (14 B )

Proof: The proof of Theorem V.1 relies on Lemma V.1. If
Condition (C1) is satisfied for some index ¢, then Theorem IV.2
implies that

~ (1—2€)(1 —2a(e))’

whereas if Condition (C2) is satisfied, then we have

*

[k

< Up? — Lo®

18] = l2"]l < Up' — |2*[ly < Up’ — Lo < ———,

121l 1er p be any noise vector in RM. Let SNR, =

Algorithm 2 The e-GAMEAIlgorithm
Inputs: y, @, and parameters ¢, and 9.
Output: An approximation & for the vector x*.

1: Set Lo =0, Up? = 7”3’("115”5“1, and © =log (2).
2. fort=1,---,0 do
3. Let &' be the solution of the GAME algorithm

with 7 = Lo 4 Up™" and T* of Equation (9).

4 if | Pz’ —y||1 < (1 +5)Hu||1 then
5: Set Up’ = 7%, and Lo’ = Lo~

6: else

7: Set Lo* = 7t, and Up’ = Up'~L.
8: end if

9: end for

10: Output & = arg ming,, (z) [|PHx(2") — yl)1.

at every iteration ¢. In this case, if ©® =
Theorem IV.1 implies that ||&° |, — [|2*||; <

Uyl + llell1)é

log, (%) , then

5 <yl = llelh)d < [[@z*[1d < [|2* |16,
Furthermore, since both ||z*||; and ||%||; are smaller than 7°,
Theorem III.1 guarantees that

1227 —yls < (1+¢) o 1Pz =yl < (1 + )l
|1 <

Therefore, Theorem IV.2 implies that
Sll*|[y 22+ &)lpllx
2a(e) (1 —2€)(1—2a(e))

Finally, let b be any vector in R, Since x* is k-sparse, from
the triangle inequality and the definition of the best k-term
approximation we have

" = Hy(b)[[1 <[l = bl + |b—Hx(b)[1 < 2]z - bl|x.

Now, observe that x* — H;, (') is always 2k-sparse. As a
result, Theorem IV.1 yields that at every iteration ¢

ly — @My (@)1 < ||l + [ @(2* — Hi (@)
< el + (@™ = Hie(@))l1 < [lpally + 2] (2% ~

&+ — 29 <

(15)
)]s

|

Combining Theorem V.1 and Theorem IV.1 provides the
following corollary.

Corollary V.1. Let x* be any k-sparse vector in RJ\‘Il, aHnd

x™* |1

Al
Then the e-GAMEalgorithm recovers a k-sparse vector & wzlth

le* — &1 = O(|p||1)- Moreover; the overall recovery time is
O (MN log () SNR? log SNR; ).

Proof: Since x* — & is 2k-sparse, Theorem IV.l1 and
Theorem V.1 with § = gxp- guarantee that

(1 =2¢)[|z™ — &l < lly — D&[[1 + [|plls = O(l[l]1)-

To calculate the overall running time of the algorithm note that
the e-GAMEalgorithm requires © = O(log SNR;) iterations.



Reconstruction Error: N=5000, M=500, k=35
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Fig. 1: Approximate recovery experiments with ¢;-magic
(¢1-minimization), SSMP (message passing), and e-
GAME (Game-theoretic) algorithms. The measurement
noise standard deviation ranges from 10~° to 10~!, and the
approximation error is measured as ||x* — &||1/||x*]1.

GAME vs. Nesterov: N=5000, M=500, k=35
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Fig. 2: The dependency between the approximation error and
the number of iterations of the GAME Algorithm.

At each such iteration, the GAME algorithm requires 7' =
O(MSNR?) iterations (Equation (9)) in which the bottleneck
is one adjoint operation (i.e., calculating ®"P"), which can
be done efficiently in O(N log &°). [ ]

Remark V.1. An alternative approach is to use the Nesterov’s
smoothing method for approximately solving non-smooth ob-
Jjective functions [8]. We omit the details of this implementation
due to lack of space. With the Nesterov method, we still
need O(log SNR) outer iterations, while the number of inner
iterations can be reduced to T = O(MSNR;). However,
each inner iteration of the Nesterov method requires solving
three smooth convex optimization problems, and is much more
complicated than calculating one matrix-vector multiplication.

VI. EXPERIMENTAL RESULTS

In this section, we provide experimental results supporting
the fidelity of the e-GAME algorithm. Figure 1 compares
the performance of the e-GAME algorithm with ¢;-magic
[13] which directly solves the ¢; minimization problem, and
with SSMP [5] which is a combinatorial message-passing
algorithm. Throughout these experiments we use N = 5000,

M = 500 and k = 35 for illustration to demonstrate the
typical behavior of the algorithms for other N, M and k.

. s
Figure 1 plots the average reconstruction error % as

a function of the noise level. Interestingly, the approximation
error of the e-GAME algorithm is very close to the approxi-
mation error of the ¢;-magic algorithm, and significantly lower
than the error of the SSMP algorithm, while our implementa-
tion of the e-GAME algorithm only requires a fraction of the
running time of the ¢;-magic algorithm.

Figure 2 plots the data-domain and the measurement-
domain errors of GAME and Nesterov approximation algo-
rithms as a function of the number of iterations. It shows
that when GAME is used, both the data-domain and the
measurement-domain losses consistently decrease. We also
observed that the GAME algorithm always has the tendency of
selecting a sparse candidate. Moreover, after some initial burn-
in, the rates of convergence are approximately % (as opposed
to the slower rate ofiT, which was expected from theory).
In contrast, the Nesterov method has the initial tendency of
selecting a dense solution, and it is only after 1000 iterations
that a decrease in the data-domain loss is observed.

VII. CONCLUSIONS

We proposed a scalable algorithm to solve the sparse-
approximation problem in the ¢;-norm by reformulating the
problem as a min-max game. We proved that the algorithm
requires (7)(1 /%) iterations to obtain ¢ multiplicative approx-
imation error. However, the algorithm empirically needs only
O(1/¢) iterations. Future work will focus on closing the gap
between the theoretical and empirical convergence rates.
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